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We describe general classes of gradient methods for online convex optimization problems.
In fact, these problems are more gerenal than stochastic convex optimization problems due to
the online-to-batch conversion scheme. Starting from the online gradient descent algorithm,
we mention several incentives to study other online learning algorithms: using variable
step sizes for unbounded domains; improvements of the estimates for narrower classes of
convex functions; improvements of the constants in the estimates by using non-Euclidean
norms; incorporating predictions of the feedbacks; �nding scale-invariant and parameter-
free algorithms. Following the recent paper [1], we consider Ada-FTRL (Adaptive Follow
the Regularized Leared), Ada-MD (Adaptive Mirror Descent) classes of algorithms, and
show, for instance, that the Exponentiated Gradient (EG), Online Newton Step (ONS) and
optimistic learning algorithms are their particular cases.

Two applications, concerning the online portfolio selection and the choice of incentive
transfer prices, are considered in more detail. One common goal that we have here is the
developing of algorithms which do not require the parameter tuning. For online portfolio
selection problem we consider the family of simple prediction algorithms [2] based on price
averaging. After the discretization of the decay parameter we get the �nite family of trivial
investment strategies, based on these predictions. Regarding these strategies as experts, we
apply the parameter-free coin-betting algorithm of [3], and, for several standard data sets,
compare the results to the OLMAR algorithm proposed in [2].

In the second problem we consider a �rm producing and selling d commodities, and
consisting from n production and m sales divisions. The �rm manager tries to stimulate
the best division performance by sequentially selecting internal commodity prices (transfer
prices). In the static problem under general strong convexity and compactness assumptions
we show that the SOLO FTRL algorithm of [4] gives the estimates of order T−1/4 in the
number T of iterations for optimality and feasibility residuals. This algorithm uses only the
information on division reactions to current prices. It does not depend on any parameters
and requires no information on the production and cost functions. In the dynamic problem
we assume that these functions depend on an i.i.d. sequence of random variables. It is shown
that the same algorithm over a hypercube ensures no-regret learning with respect to the best
possible plan sequence, and the average regret is stochastically bounded by a quantity of
order T−1/4. In this case the algorithm requires the knowledge of upper bounds for optimal
transfer prices.
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